
 Recap PCA
•
Transform higher dimensional data to lower dimensional data
◦
Linear transformation
◦
Applications
◦

Used to visualize clusters of data
‣
Steps
◦

Start with original data X
‣













Subtract mean of each feature (column)
‣





Covariance matrix
‣















Compute eigenvalues 
‣



















Compute transformed data
‣















Statistics
•
Test to see if a method is significantly better than some other method
◦
Useful concepts
◦

Distributions
‣
Probability distributions
•
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Expected value
‣

Weighted average
•



































































Sample (empirical) mean:
‣
If you don’t know probabilities for weighted die, you can roll it a bunch of times
•
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Variance
‣

























































Sample (empirical) variance
‣











Trying to estimate population variance based on sample 
•





Central limit theorem
•
If X1, X2,…, Xn are samples from a population with expected value      and finite variance    , ◦
and Xn is the sample mean, then:











is a standard normal distribution N(0,1)

 Central Limit theorem: if the population is not normal, when n is large, the sample mean is 
approximately normal


-Even if the original data isn’t normal, the mean of the samples (Xbar) will always converge to a 
normal distribution as n approaches infinity
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If you don’t normalize the distribution to Z as N(0,1) then we end up with:
















Z score
•
Tells us how many standard deviation the sample mean is away from the expected value
◦
A z score of 0 means the sample mean is the same as expected value
◦






Hypothesis testing
•
H0: null hypothesis (eg die is fair)
◦
H1: alternative hypothesis (eg die is weighted towards higher values)
◦
Apply central limit theorem:
◦














P-value
•
Probability of observing a result as or more extreme than our under the null hypothesis 
◦
Probability density function 
◦
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Hypothesis testing 
•



























Usually compare p-value to alpha value of 0.05 (significance level)
◦
Since p-value = 0.033 <= 0.05, we reject the null hypothesis 
◦







Handout 17




E[x] = 0.5
1.
Var(X) = 1/2[(1-.5)^2+(0-.5)^2] = 0.25
2.
Sample mean         = 54/80 = 0.675
3.



4. Test statistic  









5. Sketch













6. Since p-value = 0.001745 <= 0.05, we reject the null hypothesis 

test statistic 1.83
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